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AI vs. data exploration

• Many critics charge that while using traditional statistics many 
researchers blindly follow mechanical procedures without thinking (e.g. 
adopted p < .05 as the absolute criterion without checking the data 
pattern)

• Data mining, which is an extension of exploratory data analysis, aims to 
amend this problem by exploring the data.

• With the advance of AI some people hand over human judgment to AI. 

• For example, neural network is said to be a black box. The analyst has 
no idea of what is happening inside the “hidden layers” (Deep learning 
has multiple hidden layers!)

• Are we going into a big circle?



Objective

• A demo of Rapid Predictive Modeling (RPM): Everything is 
automatic

• Data visualization: understand the data structure first so that 
appropriate methods can be selected.

• Manually run ensemble models and perform model comparison. 



Data source

• 2018 Programme for International Student Assessment (PISA) by 
Organization for Economic and Collaboration Development (OECD)

• The test is administered to 80+ countries/regions every three years.

• Reading, math, and science.

• Also collected background information of the students (e.g. 
demographic, teacher info, school info, well-being).

• Focus: which wellbeing variables can predict math and science test 
performance?



Well-being

• Individual dimension (self-health, skills, and psychological functioning), 

• School environment (social connections and school work), 

• Out-of-school environment (social connection, material conditions, and 
leisure time)



Rapid Predictive Modeler

• Statistical Analysis System (SAS): one of 
the leading DS software applications

• Two ways to access RPM in SAS

• SAS on Demand (Online sever-based 
computing)

• SAS Enterprise Guide (Local computing)



Just one step!



• Define the roles of 
variables



Modeling methods

• If “basic” is chosen, then 
only traditional and 
simple methods would 
be used (e.g. regression)

• If “advanced” is chosen, 
both traditional 
statistics and modern 
data science methods 
(e.g. neural networks, 
ensemble methods…etc.) 
will be used.



• Model comparison is 
selected so that the 
algorithm can choose 
the best model 
(Champion)



Output

• The output is available in both 
HTML and PDF formats.



RPM used both traditional and modern 
methods

• I didn’t choose the data 
mining methods. SAS 
made the decision for 
me.

• Traditional: Main effects 
regression and forward-
selection regression

• Modern data science: 
Neural networks and 
ensemble champion



The best and the worst

• Averaged squared 
error

• Worst: Forward-
selection 
regression

• “Best”: Neural 
network

• But we paid a 
“high price.”



Many variables are selected! Too 
complicated!

• Neural network is well-fitted to 
the data and achieve high 
predictive accuracy.

• But the end result is too 
complicated!

• We need a concise model for 
actionable items.



Weighted Likelihood Estimates

• 199 items in the well-being survey

• It is very tempting to collapse many 
variables into a few by principal 
component analysis (PCA). After all, 
they are all conceptually related 
(wellbeing).

• Example: Group all responses on the 
left into “Body image”

• WLE: Weighted Likelihood Estimates



Data Visualization: 
Overplotting!

• JMP Pro, a leading DV software 
developed by SAS Institute.

• Too many data! It obscures us from 
seeing the real relationship between 
science test performance and body 
image.

• If a regression line is fitted to the data, 
the p value is <.0001.

• But regression assumes a linear 
relationship.

• The residuals are too high.



Data reduction: Binning



Data visualization: Median smoothing

• Look at the trend of the 
median

• At first test score improves 
as body image goes up.

• Later it goes downward!

• Those who feel very good 
about their body (rightmost) 
are worse than those who 
feel bad (leftmost) in 
science test.



Median smoothing raw variables: Same pattern



Using the variables as is

• PISA does not have WLEs for all well-being 
constructs

• Rather than running PCA and then do binning on 
all of them, we used the raw variables as is.

• Bagging

• Boosting



Bagging

• Bootstrap Aggregation

• An ensemble of many decision-trees obtained 
from repeated sampling with replacement from 
one data set. 

• Afterward, the multitude of results are then 
combined to form a converged conclusion.



Bagging Results: 
PISA Well-being variables and Science Scores

• Complicated!

• Retain many 
more variables 
than its 
boosting 
counterpart.



Bagging Results: PISA Well-being variables 
and Math Scores

• Complicated!

• Retain many 
more variables 
than its 
boosting 
counterpart.



Boosting

• Gradient boost tree

• A sequential method. 

• Initially, the algorithm assigns all observations the equal weight 
before producing a statistical model. If the model fails to classify 
some of the observations correctly, then these observations will be 
assigned a heavier weight so they are more likely to be selected in 
the subsequent model. 

• Each model is revised and updated constantly to successfully 
classify all the observations



Boosting Results: 
PISA Well-being and Science scores

• Compact!

• Only three 
variables!



Boosting Results: 
PISA Well-being and Math Scores



Model Comparison: Between 
Bagging and Boosting



Data Visualization - Medium Smoothing



Discussion

• Automated rapid data mining is quick, but it tends to produce a 
complicated model, which is not practical.

• Automated rapid data mining includes traditional OLS regression 
modeling, which is not necessary because modern data science methods 
always outperform OLS regression analysis. 



Discussion

• Some traditionalists would like to look at the results of regression. 
Regression modeling may be necessary for the purpose of 
comparison. If so, we should use generalized regression.

• Cannot effectively deal with collinearity

• Tend to overfit

• Generalized regression amends these problems by imposing a 
penalty on a complicated model.

• The coefficient of unimportant variable will be zeroed out (in 
Elastic net).



Discussion

• According to rapid predictive modeling, neural network produces 
the “best” model.

• In our manual data mining the bootstrap forest outperforms 
gradient boost tree. 

• But should we choose the so-called “best” model?

• If I tell you to do 15-25 things to improve the current situation, 
can you do it?

• The gradient boosted tree suggest only three most important 
predictors of science/math test performance.

• It is helpful to inform policy-making and educational practice. 



Discussion

• We should not blindly follow the numeric findings; pattern-seeking 
data visualization is indispensable. 

• Before running predictive modeling, we visualize the data to find 
solutions for overplotting.

• After running predictive modeling, again we visualize the data to 
find out whether the relationships are linear or nonlinear.


