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What is text mining?

• Also known as text analytic.

• A process of extracting useful information 

from document collections through the 

identification and exploration of interesting 

patterns (Feldman & Sanger, 2007). 

• The ideal tool for tapping into under-

utilized, unstructured data.
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The forerunners of TM

• TM is not entirely new.

• Qualitative researchers have been doing content analysis and 

grounded theory by hand.

• Yu, C. H. & Marcus-Mendoza, S. (1993). Attitudes of 

correctional staff. In B. R. Fletcher, L. D. Shaver, & D. G. 

Moon (Eds.), Women prisoners: A forgotten population 

(pp.111-118). Westport, Connecticut: Praeger.

• Yu, C. H., Jannasch-Pennell, A., & DiGangi, S. (2011). 

Compatibility between text mining and qualitative research in 

the perspectives of grounded theory, content analysis, and 

reliability. Qualitative Report, 16, 730-744. [link]

https://nsuworks.nova.edu/tqr/vol16/iss3/6/
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Hand-coding
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MAXQDA
• Human coders:

– More accurate than machine coding

– Subject to fatigue and bias

– Take forever with big data

• Classify the passage by dragging and dropping
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Code relation chart in MAXQDA

 Symmetrical data matrix; R1=C1, R2 = C2 

 The frequency of co-occurrence is depicted by the size and the 

color of the square.
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The forerunners of TM

• Hypothesis generation by Swanson process.

• Based on the idea of concept linking, 

Swanson (1986) manually scrutinized the 

medical literature and identified 

relationships between some apparently 

unrelated events, namely, consumption of 

fish oils, reduction in blood viscosity, and 

Raynaud’s disease.
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Hypothesis generation

• His hypothesis that there was a connection 

between the consumption of fish oils and the 

effects of Raynaud’s syndrome was 

eventually validated by experimental studies 

(DiGiacomo., Kremer, & Shah, 1989). 

• Using the same methodology, the links 

between stress, migraines, and magnesium 

were also postulated and verified.
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Don R. Swanson

• Swanson had no formal training in the 

biomedical field!

• He received a BS in Physics at Caltech, a 

Ph.D. in Theoretical Physics from UC 

Berkeley.

• Worked as a physicist at various lab.

• Become a professor and Dean of 

Graduate School of Library Science at the 

U. of Chicago.

• The key of his success is concept linking.
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Artificial intelligence

• TM enhances grounded theory 

and concept linking by 

automation.

• TM utilizes the technology of 

natural language processing, a 

subfield of artificial intelligence 

(AI) & computational linguistics.

• Why do we need natural language 

processing in data mining?

• The software app must be smart 

enough to understand the context.
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Challenges to NLP

• In some tricky situations the AI system 

could be fooled.

– Incorrect stop-word removal

– Sarcastic expression

– Negation

– Valence-shifting

– Irrealis
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Incorrect stop-word removal

• Remove trivial words, such as “a,” “an,” “the,” 

“is,” “am,” “are,” “however,” “although,” “but,” 

etc., 

• This process necessitates AI, otherwise, on some 

occasions important information might be lost.

– “To be or not to be” 

– “If it is to be, it is up to me.”

– “Brazil traveler to USA need a visa.”
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Solution: BERT

• BERT (Bidirectional Encoder Representations from 

Transformers) was invented by Google  researchers of AI 

Language in 2018-2019.

• The traditional AI system “read” the sentence sequentially (e.g. 

from left to right). 

• In BERT the reading is bi-directional (read the whole sentence at 

once) in order to determine the role of surrounding words (left 

and right), including common words, in the sentence. 

• Transformer, developed by Google in 2017, is a mechanism that 

learns the contextual relations between words.

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
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BERT

• In the sentence “2019 Brazil traveler to USA need a 

visa,” how the word “to” and other words related is 

important for understanding the meaning.

• Older NLP misinterpreted the first sentence as the 

visa requirement of US citizens traveling to Brazil.
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BERT

• With BERT Google NLP is able to learn that the 

very common word “to” matters a lot.
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Sarcasm 

• When the writer made sarcastic expressions, it 

could fool a regular text mining software package 

• Consider this passage: “The professor is very 

great! I didn’t study at all. I closed my eyes 

throughout the whole semester and still got an A!”
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Sarcastic or serious? 

“And then I see the disinfectant, where 

it knocks it out in a minute. One minute. 

And is there a way we can do 

something like that, by injection inside 

or almost a cleaning. Because you see it 

gets in the lungs and it does a 

tremendous number on the lungs. So it 

would be interesting to check that. So, 

that, you're going to have to use 

medical doctors with. But it sounds -- it 

sounds interesting to me.”
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Solution: CNN

• Convolutional Neural Networks (CNN)

• Model local features to learn global features 

• Detecting contradictions

– “I love the pain of breakup.”

– “I work so hard to be so poor.”

– “Truly, you have a dizzying intellect. (Wesley, 

The Princess Bride)
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Negation

• The positive polarity is reversed by a 

negative word. 

• “No one thinks it is good.” In this case, 

although “good” is a positive word, the 

phrase “no one” alters its connotation.

• “Parking on a hill with no curb.”
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Solution: BERT

• In the past Google ignore “no” but now…
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Value-shifting

• In some cases a single word in a sentence 

shifts the meaning. 

• This is a missed opportunity” 

• “The medicine kills cancer cells”
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Irrealis

• When a conditional sentence implies a 

counterfactual scenario, it might be difficult 

to tell whether it is positive or negative 

• “It would be better if the Wi-Fi network is 

faster.” The student might be satisfied with 

the existing connection speed but he is 

looking for more bandwidth. It might also 

be the case that he could not stand the 

slowness of the current Wi-Fi network.
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Example 1

• The data source, which encompasses 

responses to an open-ended survey item 

collected from a US Southwestern university, 

was used for extracting common threads. 

• “If you had the ability to design your ideal 

online learning environment--What would 

you like to see? How would it look and feel? 

What features would it have?”

• Effective sample size: 3,193
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Text Explorer in SAS/JMP

• Phrases are 

good.

• Terms: 

Stop-word 

removal 

isn’t good.
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Latent class analysis

• LCA is a form of 

cluster analysis for 

textual data.

• The goal is to group 

similar concepts (or 

terms) together. 
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Latent class analysis
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LCA and MDS

• Cluster analysis 

and Multi-

dimensional 

scaling (MDS) 

can work hand in 

hand.

• The graph shows 

five distinct 

clusters of terms.
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Name the cluster

• Concept 1: User friendliness or user 

interface

• Concept 2: Accessibility to course-related 

resources

• Concept 3, 4, 5…etc.
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Sentiment 

analysis
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IBM SPSS Modeler: 

• Build the categories 

(concepts) based on the 

recurring terms and 

phrases.
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Categorization

• Modeler counts 

the frequency of 

terms and 

phrases.

• Based on the 

words it builds 

categories.
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Category Bar by frequency



42
5

1
3

0011 0010 1010 1101 0001 0100 1011

Category Web: 

• Swanson process by text mining

• Show the inter-relationship between concepts
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Category web

• Similar to Code relation chart in MAXQDA

• Thicker line  stronger relationship (more co-

occurrence) 
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Example of sub-categories

• The researcher can 

drill down the 

category to view the 

sub-categories. 

• The original 

responses are 

highlighted for the 

researcher to cross-

examine. 
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Hierarchical clustering for concept linking

The numbers show the frequency of pairing: When people 

mentioned S2, how often do they mention S4?

Bonney, L., & Yu, C. H. (2018, January). Sharing tacit 

knowledge for school improvement. Paper presented at 

International Congress for School Effectiveness and 

Improvement, Singapore.



42
5

1
3

0011 0010 1010 1101 0001 0100 1011Hierarchical clustering

 Like dragging the regression line in regression 

modeling, the presence of outliers might skew the 

grouping patterns. 

 if a column has outliers, then the estimate of the 

standard deviation is inflated.

 Choose Standardize robustly

 By doing so outliers stand out, resulting in more 

isolated clusters. However, those remaining columns 

can be used to form more accurate clusters. 
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Hierarchical clustering

• The analyst can change the 

number of clusters on the 

graphical output. 

• Based on the result it was 

decided that there should be 5 

clusters for these terms. 
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Compare HC 

and MDS
•HC and MDS agree with each other 

to a large extent

•But there are some discrepancies
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Biplot in K-mean clustering

• To check HC and 

MDS, add K-

mean clustering

• Use Biplot as the 

third verifier. 

• But we still need 

to read the 

original text. 
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Summary, conclusion, & 

recommedations

• Content analysis, grounded theory, and Swanson 

process are precursors of text mining.

• Incorrect stop words, sarcastic expression, 

negation…etc. might fool NLP. The automated 

process must be checked by humans.

• Code relation matrix, category web, latent class 

analysis, hierarchical clustering, multi-

dimensional scaling, k-mean biplot should be 

employed for triangulation.
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Recommendations

• Some authors (e.g. Bennett, Dumais, & 

Horvitz, 2005) suggest ensemble methods, 

such as using multiple text mining tools and 

assigning reliability index to each of the 

results. 

• Next, the researcher can select the best text 

classifier or combining all results to 

generate a meta-result.
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Recommendations

• Triangulation between results coded by 

humans and concepts extracted by text 

mining is good for a small project.

• When there are too many documents, 

sample a subset for human coders for 

comparison or use text mining only.


