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The Presenting Issue

- A shared goal in research is to be able to replicate studies and enhance
the generalizability of findings.

- Previous studies have utilized both model selection (MS) and model
averaging (MA) techniques.
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- There are mixed findings and preferences, with the majority leaning
towards MA.

- No general consensus on best practices.
- No documentation on best practices for MS/MA in SAS.

- There is a need for greater understanding and research in this area.




Importance of Model Gomparison

- Previous process of data analysis was a one-shot process.

- Overfitting, resulting in replication crisis.

- Limitations in traditional modeling methods.

- To address the aforementioned, multiple models need comparison.
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o Using neural networks, boosting, bagging, SVMs, etc.

o Multiple analyses with various data subsets yield more
accurate models.

- It serves as the initial phase of the solution.




After Model Gomparison: Model Selection and Averaging

- Leveraging diverse outcomes. Diversity is key.

- Choices are good. The analyst can choose between two courses of
action:

o Model Selection — "best model"

=1
i
q
Q
a1
—
(oo
—
Q
)

o Model Averaging — synthesis of multiple models to create final
model

- MS and MA are not unique to data science.

- Incontrast to DSML, MS/MA typically confined to single modeling
technique.

- Analyst’s choice depends on the problem, data, and objectives. &.




* Advantages and Disadvantages:
Model Selection & Averaging




ADVANTAGES

Simplicity and Efficiency
- Choose the best model
- Straightforward

Interpretability

- Easier than interpreting an average of
models.

- Helps to understand relationship between
predictors and target variable.

Computational Efficiency
- No further action required.

DISADVANTAGES

Risk of Overfitting
- If selection criterion is used to choose the most
complex model.
Vagueness of “The Best” Model
- Subjective to analyst.

- Model can be best by a certain criterion, but
that can easily change.

Model Uncertainty
- Most pervasive disadvantage.
- Might not capture true underlying relationship.

Ignoring Valuable Information

- Alimitation when multiple models have
complementary strengths.




ADVANTAGES

Reduces Overfitting
- Enhances ability to generalize unseen data.

Accounts for Model Uncertainty

- Thisis the mostcited reason for its use.

- Acknowledges multiple models may have
similar predictive performances but
different parameter estimates.

Improved Robustness

- Canlead to more robust predictions as they
smooth out.

DISADVANTAGES

Complexity
- More complex to implement and manage.

Loss of Interpretability
- Challenging to explain particular predictions.

Increased Computational Cost
- Requires more time and resources.

- However, it may not be an issue with high-
performance computing.



Criteria for Evaluating
Model Goodness




Evaluation Criteria

F1 SCORE GENERALIZED R-SQUARED

Measures accuracy by balancing
precision and recall; considers
both false positives/negatives.

ROOT AVERAGE SQUARED ERROR @ a

Measures the difference between EZT;??E mggg'ﬂgg:'g}/ f?ta:ﬁg l
predictions and actual values which J9

, complexity while favoring
represents the average error magnitude. parsimony.

Provides measure of the
proportion of variance
explained by the model.

AIC, AlCc, and BIC
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JMP® Pro

MODEL SCREENING MODEL AVERAGING MODEL COMPARISON

Test out model Model averaging Offers option to choose
selection analyses. performed in between MS or MA.
Model Comparison.
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Model Comparison Functions

Figure 1. Model Comparison in JMP® Pro

I Model Comparison - JMP - =
MOdel Selection performs in Model Comparing predictors to see which performs better.
Screening Whereas MUdeI COmpUTiSUn Select Columns Cast Selected Columns into Roles Action
offers the choice between MS or MA =22 coumns gt
' k. Country A Prob[ 1]
th school_id A Prob(proficiency== 0)
A grade A Prob(proficiency== 1)
i ik student_id A Prob(proficiency== 1) 2
After predicted outcomes for all g i T dProbiproficiency== 0) 2
models are generated, they can be A proficiency
; i A A Ability BT
inputted into Model Comparison. N S At
D Home variables (11/0)
. . . . D Individual variables (14/0)
Different criteria can be examined to Alinear
determine which model is best. + . ,
D Prob for proficiency (2/0) optional numeric
&l Most Likely proficiency
4 Prob(proficiency==0 || |__By |[|optona
A Prob(proficiency== 1) ;
. Most Likely proficiency 2 If you choose no Predictor columns, it will find

and analyze all predictors.

th Most Likely proficiency 3
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Results

Table here shows,

- Results of null hypothesis
test.

- Hypothesis: All AUCs are not
significantly different, but
they are.

- See multiple comparison
results.

- Al pairs are significantly
different from each other.

In this example,
- Bootstrap forest model has
highest Entropy R-square.
- Lowest RMSE
- Lowest misclassification rate
- Highest AUC
- Lowest SE

Figure 2. Model Comparison Results in JMP® Pro

4 PISA2006_USA_Canada - Model Comparison - JMP
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4~ Model Comparison

P Predictors
4 Measures of Fit for proficiency
Entropy Generalized Mean
Creator .2.4.6.8 RSquare RSquare Mean-Logp RMSE AbsDev
Fit Ordinal Logistic [l | | | | | 0.0765 0.1322 0.6200 04642 04313
Bootstrap Forest  []! ‘ 0.1345 0.2239 0.5832 0.4448 0.4259
Boosted Tree i | 0.0627 0.1096 0.6325 0.4699  0.4525

4 AUC Comparison
4 AUC Comparison for proficiency= 1

Predictor AUC StdError Lower 95% Upper95%
Prob[ 1] 0.6834  0.0046 0.6743 0.6924
Prob(proficiency== 1) 0.7801 0.0036 0.7729 0.7872
Prob(proficiency== 1)2 0.6743  0.0042 0.6660 0.6826

AUC
Predictor vs. Predictor Difference Std Error Lower 95%
Prob[ 1] Prob(proficiency== 1) -0.097 0.0019 -0.100
Prob[ 1] Prob(proficiency== 1) 2 0.0091 0.0007 0.0076
Prob(proficiency== 1) Prob(proficiency== 1) 2 0.1058 0.0019 0.1020

Test ChiSquare DF Prob>ChiSq

AllAUCsequal  3067.02 2 <000 h

Misclassification
Rate

0.3407

0.2807

0.3468

Upper 95% ChiSquare Prob>ChiSq

-0.093
0.0105
0.1095

13829
16236
16602

27081
153.23
30617
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Averaging

Model Averaging can create a
new field of the arithmetic
mean of the predicted values
across models.

Figure 3. Model Averaging in JMP® Pro
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| 4 '~ Model Comparison

ROC Curve

AUC Comparison
Lift Curve

Cum Gains Curve

Confusion Matrix

P Predictors

Creator 2468
Fit Ordinal Logistic | § | i !
Bootstrap Forest

4 Measures of Fit for profici

Model Averaging

Averages the fits for a number of

Profiler

models, resulting in a model with
excellent prediction capability.

0.6089894538
0.5698144172
0.3208607923
0.5072586939
0.4536519821
0.3260864315
0.5267876581
0.6061649692

proficiency 0 Avg Predictor | proficiency 1 Avg Predictor

0.3910105462
0.4301855828
0.6791392077
0.4927413061
0.5463480179
0.6739135685
0.4732123419
0.3938350308




MS in Model Screening
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Quick Tool for Model Selection, Figure 4. Model Screening in JMP® Pro
- Multiple methods employed to analyze
() same data set in tandem. A Y e
= - Summary table displayed for selecting the v ~'Model Screening for Science score
dominant model. Table: PISA2018.jmp Response: Science score Validation: Validation
D . > Details
—| _ - !nformatmn on modpl adequacy presented » [Training
_ in Model Screeplng is less than that of + Validation
Model Comparison. Method N RSquare - RASE
UQ . . XGBoost 48725  0.4169 76.224
- XGBoost is the dominant model. Bootstrap Forest 48725  0.3630 79.670
Decision Tree 48725 03120 82.793
_ i Generalized Regression Lasso 3853 0.1373 82.549
LR is the weakest model. Fit Stepwise 3853  0.1299 82.899
) ) Fit Least Squares 3853 0.1296 82.913
- NO m0d8| averagmg allowed In MOdeI Select Dominant Run Selected Save Script Selected

Screening. Sum Freq and Sum Weight are suppressed when they are the same as N.




SAS® Enterprise Miner™

Offers the capability of utilizing
both MS and MA techniques.

- InEnsemble node, all
modeling results are
merged.

- Harmonizes component
models to create ultimate

ENSEMBLE NODE model solution.

- Newly created model is
employed for scoring new
data.

CENTRAL POINT

Where the results are stored
for model comparison.
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3 Techniques for Amalgamating Data

AVERAGE MAXIMUM

Selects the highest posterior
probabilities or the maximum
predicted values, presenting

it as the prediction from the

Ensemble node.

Calculates the mean of the
posterior probabilities or
predicted values, offering it
as a prediction in the
Ensemble node.

VOTING

Facilitates the computation of
posterior probabilities. Two methods
available: Average and Proportion. A-‘;
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Average, Maximum & Voting

Figure b shows utilization of four
distinct modeling techniques:

- Neural Networks
- Gradient Boosting
- Regression

- High-Performance

Forest

Figure 5. Ensemble and Model Comparison in SAS® Enterprise Miner™
’@E@@

| sample | Explore | Modify | Model | Assess | Utiity | HPDM | Applications | Time Series |




Literature Review




Literature Review

9 out of 20 papers reviewed
endorsed model averaging

6 were inconclusive or said either
was fine

2 favored contextual usage
2 recommended combining the two

1 favored model selection

This tally was counted by mixing MS and MA in
TR statistics, Bayesian statistics, and DSML.

When considering only articles related to
DSML, it became evident that all of them
preferred MA to MS.

Most studies overwhelmingly relied on AIC,
BIC, or both.

WUSS 2023



Ealiér Way . Dependson the Favors Combining "
o ! Conditons | MSandMA | otes

: Tnd[ﬂonal (TR), Criteria for ! Favors Model : Favors Model |
Author(s) and Paper ! Bayesian, or DSML Comparison Salection: © Averaging H
Methods : H : i Inconclusive |

. Four methods are introduced that combine multiple
| candidate dose-resp dels: model selection, bootstrap
model selection, model averaging, and bootstrap model
- averaging. Bootstrap model selection performed best overall.
‘It had good accuracy for dose finding, decision-making, and
| estimating the probability of achieving the target response.
: Model averaging reduced bias compared to just using a

: : ! : ' single-selected model, but was still outperformed by

Aoki et al. (2013) ' DSML AIC & BIC : : : ' bootstrap approaches.

. Four hods are compared: equally weighted forecast,
. ] : . Bayesian Model Averaging (BMA), Linear Boosted Model, and

Quadratic : : : Nonlinear Boosted Model. BMA and boosted models

Probability Score & : : . performed much better than equally weighted forecasts, as

Berge (2017) Bayesian & DSML ROC/AUC : : : - they can discriminate between useful predictors.

. In an informative design, MA and MS provided similar
. predictive performances and led to accurate prediction of
. target dose. However, with less informative designs, by
: estimating weights for a predefined set of NLMEMs, MA
- showed better overall predictive performances than MS,
. . . . . increasing the likelihood of accurately characterizing the
Buatois et al. (2018) TR : : : ‘d D lationshii
: This i igati pplied six c ly used MS criteria,
. including AIC, BIC, HQC, Mallows' C,, LooCV, and LsoCV, and
. six FMA methods, namely S-AIC, S-BIC, S-HQC, JMA, LsoMA,
‘ and AFTER. The MSFE (mean-squared forecast error) was
- calculated for each selected model and MA method. The
. mean of MSFE was used to rank performance of each
. : 8 : . method, and from the ranking, the LsoMA method was found
Gao et al. (2015) ‘TR AIC, BIC & MSFE : ' : ‘to be the best.

: To address the problem of food waste, both MS and MA were
: : : : employed to retain the most promising models out of 16,384
Grainger et al. (2017) TR, Bayesian & DSML ~ AIC & AlCc ' : potential candidates.

: . : : ' The result of combining MS and MA is more robust; thus,
Gu et al. (2018) ‘TR AIC, BIC & APRESS | : :  both should be used.

: : - Results showed smaller values of bias, variance, and PMSE for
: AIC, BIC, TIC, HOC & : - . regi ion coefficient esti of MA than that
Haggag (2014) : Mallows' C, : ' : of MS.

- These authors compared MS and two types of MA, arithmetic
H ighted) MA and wei d MA. When the sample size
- was small, both MS and MA outperformed a single model.
: : - When the sample size was large, MS and MA (weighted or
Okoli et al. (2018) - Bayesian AIC & RMSE : : : unweighted) had similar variances.




Choosing between MS and MA depends on the goal and availability of resources.
Generally speaking, MODEL SELECTION should be considered:

- When the goal is to identify a single model that can be used for both prediction
and inference.

-> When the number of candidate models is small.

-> When the computational resources are limited.

On the other hand, MODEL AVERAGING should be taken into account:

- When the goal is to improve the predictive performance of the model.

-> When the number of candidate models is large.

-> When the computational resources are available.




Final Thoughts

at's a 9rea+ question.
Simple is aood, but a
complex model also has its
Place.

H
OW?.\i/f T+ shouldn't be

complex——PuniGhmen’r!
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