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Exploratory data analysis in SAS/Insight and JMP
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This paper is an introduction to Exploratory Data Analysis (EDA) techniques available in SAS/INSIGHT and JMP. When some people claim that their methodology is exploratory, actually what they mean is that they don't know what they are doing. Unfortunately, poor research is often implemented in the name of EDA. In data collection researchers flood the subjects with hundred pages of surveys since research questions are not clearly defined and variables are not identified. It is true that EDA does not require a pre-determined hypothesis to be tested, but it doesn't justify the absence of research questions or ill-defined variables.

EDA techniques are abundant and well-structured. Exploratory data analysis, as opposed to confirmatory data analysis (CDA), was founded by John Tukey (1977, 1980). Tukey often related EDA to detective work. In EDA, the role of the researcher is to explore the data in as many possible ways as possible until a plausible "story" of the data emerges. A detective does not collect just any information. Instead he collects evidence and clues related to the central question of the case. 

Velleman and Hoaglin (1981) outlined four basic elements of exploratory data analysis as the following:

· Data visualization 

· Residual analysis 

· Data transformation or re-expression 

· Resistance procedures 

Each component will be discussed next.

Data visualization

According to Yu (1999), there are six major categories of research goals. All of them can utilize graphing techniques for deepening our understanding of the data: 

· Spotting outliers 

· Discriminating clusters 

· Checking distributional and other assumptions 

· Examining relationships 

· Comparing mean differences 

· Observing a time-based process

Spotting outliers

It is often helpful for a researcher to begin visualization with the goal of detecting outliers.  Because if subsequent procedures are parametric statistics, the tests will be sensitive to extreme cases.  Moreover, this procedure should be implemented before discriminating clusters, checking assumptions, and doing remedial data transformation due to the following reasons.  First, some clustering procedures such as Ward’s method perform poorly with the presence of outliers (Everitt, 1993).  Second, some transformation methods are ineffective for normalizing data that is highly skewed due to outliers (Rasmussen, 1989).  Also, the need for data transformation can be unduly influenced by one or two outliers (Atkinson, 1985).  After removing outliers the assumptions may no longer be broken.  At this exploratory stage it is preferred to include all observations and not to impose any structure on the data.

Guttman (1973) regarded an outlier as an observation that does not belong to the target population.  Chatterjee and Hadi (1988) defined an outlier as an observation with a large residual.  There are many other definitions, but all of them share a common characteristic: outliers lead to a lack of fit to the model that would potentially bias the result of the analysis.  No wonder outliers are sometimes named “contaminants” (Davies & Gather, 1993).

Detecting bivariate and multivariate outliers is always a challenge. Ellipse boundary in both SAS/Insight and JMP can be used to meet this challenge.  If two variables are bivariate normal, the data points should form an ellipsoid pattern.  SAS/Insight and JMP provide a tool for spotting outliers by showing bivariate normal ellipses in a scattergram with different probabilities.  In the example shown in Figure 1, the outside ellipse (the red line) includes 99 percent of the data and no observation is considered an outlier.  The middle ellipse (the green line) tightens the coverage to 95 percent and three outliers are detected.  The inside ellipse (the blue line) yields the same result as the green one.

Figure 1. Bivariate normal ellipse
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Outliers can be defined as contaminants that would seriously affect the analysis result.  Leaving-one-out (LOO) is a powerful technique to see what the result would turn out if the suspected outlier is deleted (D’esposito, 1992).  In both SAS/Insight and JMP this function is performed in an interactive manner i.e. the user can exclude any data point from the graph and the regression line will be re-fitted according to the remaining observations.  The example in Figure 2 is implemented in JMP.  The red regression line is fitted with the suspected outlier at the bottom whereas the green line is fitted without that observation.

Figure 2. Excluding observations
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Discriminating clusters

The goal of discriminating clusters may be implemented at the early stage of data analysis.  It is because the latent groups that are un-noticed by the researcher may bias the result if s/he treats all subjects as one group.  Moreover, grouping of subjects can provide an informal means for assessing dimensionality, identifying outliers, and suggesting hypotheses regarding to relationships (Johnson & Wichern, 1992). 

There is no single best clustering algorithm.  Sometimes noise level and the presence of outliers affect the effectiveness of various clustering methods.  Milligan (1980) found that when the data were noisy, single linkage, centroid and the median method might not be capable of recovering the cluster structure while Ward’s method and group average had better performance.  On the other hand, in the presence of outliers Ward’s method and group average were ineffective but single link, centroid, and median methods provided the best results.

Jain and Dubes (1988) noted that “cluster analysis is a tool for exploring data and must be supplemented by techniques for visualizing data.” (p.7)  In a similar vein, Hair, Anderson, Tatham and Black (1991) contended that cluster analysis is much more of an art than a science.  In other words, the process involves creativity and subjective judgment.  Hair et al. (1991) also warned that cluster analysis can be dramatically affected by the inclusion of only one or two inappropriate or undifferentiated variables.  The researcher is encouraged to examine the results and eliminate variables that are not distinctive across the derived clusters.

One simple visual approach for clustering is applying both scatterplot-matrix brushing and 3D rotating plot together, which is available in SAS/Insight. The researcher can change the group assignment of individual subjects until the clusters are well discriminated in all dimensions.  A 3D rotating plot can help to verify whether such discrimination is successful or not (see Figure 3).

Figure 3. Rotating plot 
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Checking assumptions

With the goal of ensuring the legitimacy of parametric procedures, the researcher should apply test statistics, visualization, or both, to find out whether the data structure meets several assumptions.  For example, a Quantile-Quantile plot (Q-Q plot) is usually used for checking multivariate normality and homogeneity of variances.  At this stage certain structures may be imposed on the data such as transformation to normality and linearity, stabilization of the variance, or all of the above.

The assumption of normality can be tested by the Shapiro-Wilks test, Kolmogorov-Smirnov test, Cramer-von Mises test, Anderson-Darling test, histograms, and normal probability plots, which are available in both SAS/Stat and SAS/Insight.  These procedures are usually effective in testing univariate normality, but not multivariate normality.  If a variable is multivariate normal, it is also univariate normal.  But the reverse is not necessarily true.  Multivariate normality is difficult to test.  The validity of measures of multivariate skewness and kurtosis are subject to certain limitations (Horswell, 1992). For checking multivariate normality, contour plot, image plot, spin plot, and surface plot, Q-Q plot, which are available in SAS/Insight, are highly recommended.

Figure 4. Testing normality
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In regression when several predictors are highly correlated, this problem is called multi-collinearity.  The assumption of the absence of multi-collinearity is essential to multiple regression model for avoiding high standard error and parameter estimates.  Variation inflation factor (VIF), tolerance value, and condition index are common methods for checking this assumption.  However, there is no generally agreed cut-off for VIF. Neither is tolerance value nor condition index.  

Visual aids such as a 3D spin plot can be used as a supplement to the previously mentioned methods.  In a 3D plot, without rotation data points may seem to spread out even if multi-collinearity exists However, during spinning the problem of multi-collinearity may emerge.  

Examining relationships

Many visualization techniques are useful for performing relationship examination including contour plots, brushing, and animated mesh surfaces.  However, these techniques hide raw data, assume structures, or both.  Usually they should be performed at the later stage of data analysis. Contour plots are noteworthy because such a simple tool can help the researcher to look at joint distributions, relationships, and clusters simultaneously.  

A surface plot or a rotation plot could show relationships among three variables simultaneously. However, when there are four variables, dimension compression is necessary.  In SAS/Insight, the fourth dimension is introduced as a "time variable." After a 3-D plot is drawn, data points on the 3-D graph could be animated according to the change of value of another variable (see Figure 5a and 5b).

Figure 5a The "time" variable
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Figure 5b. Animated 3-D plot
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Comparing Group differences

Comparing group differences for the evaluation of treatment effectiveness is a common practice in psychology.  Parametric procedures such as t-tests and F-tests are widely used for this purpose.  However, those procedures based upon centrality may mislead the researcher, especially in the case of heterogeneity of variance.  Some researchers (e.g. Cleveland & McGill, 1984; Cleveland, 1993; Feingold, 1995) advised that other than the centrality the researcher should also look at other aspects of distributions.

Both SAS/Insight and JMP provide diamond plots to visualize variability, as demonstrated in Figure 6.  Figure 4 condenses a lot of essential information--the grand sample mean, group means, raw data, CIs and quantile information.  The grand sample mean is represented by a horizontal dot line.  The diamond is the CI for each group and the horizontal lines inside the diamonds are the group means.  In addition to CI, JMP also provides the option of overlaying a boxplot showing quantile information.  Visualization of CI can also be applied to F-test by using a leverage plot.

Figure 6. Diamond plot
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Visualization of confidence intervals can be applied to F-test by using a leverage plot. The following figures show an example of a hypothetical 2 * 2 * 2 factorial design. The outcome variable is labelled as Y whereas the three factors are race (White, Black), gender (male, female) and age (young, old). Different leverage plots can show the overall test, main effects, and interaction effects, respectively. In this example only two leverage plots are shown. Each plot displays the mean as a horizontal line, the actual values of Y, the predicted values of Y, a regression line, and a 95% CI. The significance of each effect is indicated by the CIs and the mean--when the CI crosses the mean line, it signifies a significant effect. In this example, there is a significant gender effect while the other main effects and interaction effects are not significant.

Figure 7. Leverage plot
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Observing a time-based process

Smoothing is a common practice for observing a time-based process. Nonetheless, the smoothing result is subject to the choices of bandwidth and smoothing algorithm. Smoothing is a process of seeking for the balance between over-smoothing and under-smoothing. When over-smoothing occurs, the bandwidth is high, the variance is low, and the curve appears to be smooth or even linear (see Figure 8a).

Figure 8a. Over-smoothing


[image: image8.png]85

90

85

80

7o

80

90

100 110





In other stat packages, it is entirely up to the data analyst to set the bandwidth level. It is noteworthy that in SAS/Insight a warning will be given when the data are over-smoothed (see Figure 8b).

Figure 8b. Warning for over-smoothing
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When under-smoothing occurs, the bandwidth is low and the variance is high. In this case, the curve appears to be "noisy." In other stat applications, a function curve is interpolated even though there are not sufficient data. It is important to note that in SAS/Insight the function does not fill in the gap when data are insufficient (see Figure 8c).

Figure 8c. Under-smoothing
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Residual analysis

EDA follows the model that data = fit + residual. The fit is the expected values of the data. The residual is the values that deviate from that expected value. By examining the residuals, the researcher can assess the model adequacy. A simple example can be found in regression analysis. The scatterplot in Figure 9, which is produced by SAS/Insight, shows the residuals in a regression model.

Figure 9. Residual plot
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Data transformation or re-expression

Data transformation happens in our everyday life: Converting US dollars into Canadian dollars, converting a GPA of 5-point scale to a GPA of 4-point-scale. However, these examples belong to the linear transformation, by which the distribution of the data are not affected. In EDA, usually the non-linear transformation is used and thereby it changes the data pattern. Data re-expression is exploratory in nature because prior to the transformation, the researcher never knows which re-expression approach can achieve desirable results. There are three major objectives of transforming data: Normalizing the distribution, stablizing the variances, and linearizing the trend. These transformation functions are available in SAS/Insight.

Figure 10. Data transformation
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Resistance procedures

Parametric tests are based on the mean estimation, which is sensitive to outliers or skewed distributions. In EDA, robust estimators can be performed in SAS/Insight. For example:

· Median: The middle point of the data.

· Trimean: A measure of central tendency based on the arithmetic average of the values of the first quartile, the third quartile, and the median counted twice.

· Winsorized mean: A robust verison of the mean in which extreme scores are pulled back to the majority of the data.

· Trimmed mean: A mean without outliers

Figure 11. Robust estimators.
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Summary

This article is a summary of EDA tools available in SAS/Insight and JMP. The tools discussed here are by no mean exhaustive. It is believed that when a pattern is unveiled by a visualization process, a probabilistic inference is no longer necessary (Cleveland, 1993).  However, EDA and CDA should not be mutually exclusive.  Instead, both CDA tools in SAS/Stat and EDA tools in SAS/Insight should be tightly integrated for a thorough data analysis.
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